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Abstract—There is many ways to detect the moving object. A common method is by comparing two or more image sequences. Comparing image by analysing all of image pixel is known as frame differences method.

Template matching is a technique that used to determine the reference image. Reference image that determined dynamically is known a dynamic template matching. This research proposes an algorithm to determine the reference image by using dynamic template matching adaptively. In the system, there are three ways to determine the reference image base on environment condition. This algorithm is implemented using web-based system and IP Camera as the capturing device. The algorithm provides detection accuracy of 95.5%.
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1. Introduction

Motion detection mechanism starts from the determination of a reference image. The reference image is considered as the normal condition of a room. Afterward, the subsequent image is compared with the reference one. The capturing process is carried out at regular intervals in accordance with the requirements of the system.

According to a study conducted by Mishra et al. [1], there are three methods commonly used to detect a motion. Those are background subtraction, optical flow and temporal differences. Background subtraction is performed by comparison of an image with the referenced one. This technique employs a static reference image [2][3][4].

Study in [5][6][7][8] used optical flow for motion detection. The application of optical flow requires additional hardware to support the performance and monitoring systems.

Method of temporal differences is also known by the name of the frame differences. This method is performed by comparison of captured image frames. Another study by Kenchannavar et al. [9] describes the algorithm of background subtraction and frame differences by applying the concept of Sum of Absolute Difference (SAD). SAD is used to determine whether there is a movement within an image pair.

Frame difference method uses specific technique to choose which reference image is used for motion detection. The technique is known as template matching.

There are two methods of template matching: static template matching (background subtraction) and dynamic template matching (DTM).

This study uses a dynamic template matching method in determining the reference image. Furthermore, the dynamic template matching is enhanced to be adaptive to environmental changes. The new method is referred as the dynamic and adaptive template matching. In this study, the algorithms were implemented as web-based applications.

2. Related Works

Research by Yong et al. [10] was conducted using four methods of motion detection. These methods include methods of frame differences, background subtraction, pixelate filter, and blob counter. Image t at t-1 is used as the reference one. The algorithm was implemented in C#.

Support Vector Machine (SVM) was also applied in the motion detection [4]. The study was not only performing motion detection, but also the segmentation of the objects. C++ and OpenCV were used for the implementation.

The study by Zheng [11] uses frame differences that are coupled with an adaptive threshold setting. Motion detection is also realized by using the method of statistical correlation method [12]. The correlation is used after the process of analysing the temporal differences in some of the image frame. The detection of motion was achieved by combining the frame differences technique with optical flow. This method was followed by a morphological filter technique [13].

Research conducted by Yokoyama et al. [14] also applied concept of vectors to movement detection. This method was performed by comparing multiple frames and marks the points of difference between the frames. This method yields information about the direction of movement of the object.


Double differences technique is another method of motion detection [15]. Double differences are conducted by comparing the image with time t to image t-1, and then performed a second comparison between the image t-1 with the image of t-2. In contrast to the method developed by Collins et al. [16], the comparisons were made between the image t with the image of t-1, and the image t with the image of t-2.
3. Algorithm

3.1 Frame Differences

This study uses frame differences method by comparing the average RGB components of each pixel. Equation 1 and equation 2 are used for the calibration step.

\[
g_o(x, y) = \frac{g_b(x, y) + g_r(x, y) + g_g(x, y)}{3} \tag{1}
\]

\[
f_o(x, y) = \frac{f_b(x, y) + f_r(x, y) + f_g(x, y)}{3} \tag{2}
\]

\[(g_o(x, y) - T) \leq f_o(x, y) \leq (g_o(x, y) + T) \tag{2}
\]

Where: \(g_b, g_r, g_g\) are component of RGB images captured at time \(t\), \(f_b, f_r, f_g\) the RGB components of the reference image. \(f_o\) and \(g_o\) the average value of the sum of the RGB colour components. \(T\) is the threshold or thresholds RGB value and then performed counting the percentage of pixels detected object. The detection is done using equation 3.

\[D = \frac{\sum f_b^o(x, y) + \sum f_r^o(x, y) + \sum f_g^o(x, y)}{\sum f_b + \sum f_r + \sum f_g} \times 100\% \tag{3}\]

Where \(D\) is the total percentage of differences were detected, whereas \(\sum f_b^o(x, y), \sum f_r^o(x, y), \sum f_g^o(x, y)\) is the number of pixels that are detected by different RGB colour components. \(\sum f_b, \sum f_r, \sum f_g\) are the total number of pixels an image taken from the three colour components.

3.2 Dynamic and Adaptive Template Matching

Reference image that used is a combination of RGB images captured at time \(t\), \(t-1\), \(t-n\) and a new reference image if the scene (captured area of the camera) encounters significant change.

The changes could be: (1) changes in the brightness of the object, in this case it can occur if the room lights turned off, or the sun-lit room; (2) modification in captured area of the camera, this condition occurs when the camera field of view is changed; (3) changes in environmental conditions if there are objects come and then stand still. The flowchart of the algorithm can be seen in figure 1.

4. Motion Detection Analysis

4.1 DTM \(t\)-1, Static Template Matching and DATM Methods

A. Dynamic Template Matching \(t\)-1

Figure 2 and figure 3 show the identification of moving objects by DTM \(t\)-1 method. Both images are sequentially captured with an IP Camera.

In Figure 2 (b) and 2 (c) motions have been detected. The moving object is identified as black colour (human motion). The weakness of this method can be seen in figure 3. Figure 3 shows the DTM \(t\)-1 with moving object boundary characterized by the red mark. Figure 3 (c) marks the empty object that an object previously contained in figure 3 (b). This test shows the weakness of DTM \(t\)-1 methods in detecting movement.

Fig. 2. Motion Detection \(t\)-1 without marker in object boundary.

Fig. 3. Motion detection with reference \(t\)-1, with red marking shows object boundary

B. Static Template Matching

Testing is performed using a reference image that has been set by the system. This method is termed static template matching. The result can be seen in Figure 4.
In figure 4, the system managed to overcome the weaknesses that occur in DTM \( t-1 \) method. Each image in Figure 4 successfully detects moving objects and marks the object area.

However, this method still has a problem when an object comes and statically stays in the camera view (Figure 5). An object (mouse) entered the field of view and correctly detected (figure 5 (b)). However, it was still detected as moving object in the next image (figure 5 (c), (d), (e)). It can be seen that the system is not adaptive to changes in the captured area.

The design of new algorithm as shown on Figure 1 is to overcome the drawback of the previous methods. The DATM works by adjusting the reference image based on the condition of the captured area.

C. Dynamic and Adaptive Template Matching

In general, this system works by using three methods of determining the reference image. The method is dynamically changing and adaptive. The first method is the reference at the time \( t-1 \). This method is used for conditions when the system first captures the movement, then the reference \( t-1 \) will have a role as a comparison to the detected image. If the next frame the system still detects movement, the references used are the images at \( t-2 \). If the next frame and detect the movement continues, then the reference image is used as \( t-3 \), and so on \((t-n)\).

The third method works by re-determining the reference image if it detects motion at the same coordinate between frames. The test results using the DATM method can be seen in figure 6.

5. Experimental Result

Experiment was conducted to examine the accuracy of the \( t-1 \), DTM and DATM detection methods. Static template matching methods are not compared because the method is not adaptive to the environmental changing.

Testing and data collection conducted over three days. It was a 2 hours measurement for each day during office hours. Motion detection was done using IP Camera with PTZ (Pan Tilt Zoom) type (Vivotek brand). The camera was placed in the lobby of the Department of Electrical Engineering and Information Technology, Gadjah Mada University. The data was collected using DTM \( t-1 \) and DATM simultaneously. The image was captured every second from the camera. The setting for both algorithms is the same, i.e.: the threshold value is 45, the range of percentage values that was detected (D) is from 0.5% - 40%, the image resolution used is 256 × 192 pixels.

The results of the detection system are classified into two conditions, namely: True Positive and False Positive. True Positive means the system captures the image and correctly identified the moving objects. Whereas, False Positive is a condition in which the system captures the image, but mark the empty object or no identifiable objects as moving.

There are 1643 frames that were detected as motion when used \( t-1 \) DTM method. Whereas 1278 frames of images were classified as motion with DATM method. The comparison can be seen in table 1.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>DTM ( t-1 )</th>
<th>DATM</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive</td>
<td>1474</td>
<td>1221</td>
</tr>
<tr>
<td>False Positive</td>
<td>169</td>
<td>57</td>
</tr>
</tbody>
</table>

Figure 6 is a sequence of image frames captured for DATM test. Image of 1, 4, 7, 10, and 13 are reference images, which are adaptively changed according to the condition of the captured area. New statics object are visible in a period of time in the catchment area. Thus the image of the new object is considered as a reference by the system.

Based on these tests, a DATM method capable of resolving a problem encountered when using the DTM \( t-1 \) and Static Template Matching.
It can be seen that the accuracy of DATM is higher (95.5%) compared to the DTM t-1 method (89.8%).

Table 2. Comparison of detection system result

<table>
<thead>
<tr>
<th>Hasil Deteksi</th>
<th>DTM t-1</th>
<th>DATM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tight Marking</td>
<td>817</td>
<td>55.4%</td>
</tr>
<tr>
<td>Over Marking</td>
<td>657</td>
<td>44.6%</td>
</tr>
</tbody>
</table>

Table 2 shows the accuracy of detecting of boundary of moving object. Figure 6 with number 2 and 5 show examples of “Tight Marking” and “Over Marking” respectively.

### 6. Conclusion and Future Works

Dynamic and Adaptive Template Matching (DATM) is enhancement of DTM t-1 and the static template matching. Based on the comparison of both methods, DATM method has detection accuracy rate 95.5%, Whereas, DTM t-1 method has an accuracy of 89.8%.

Further research will be focused in the area of object segmentation. The aim is to identify the number of detected objects.
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